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SCIPaD: Incorporating Spatial Clues into
Unsupervised Pose-Depth Joint Learning
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Abstract—Unsupervised monocular depth estimation frame-
works have shown promising performance in autonomous driv-
ing. However, existing solutions primarily rely on a simple convo-
lutional neural network for ego-motion recovery, which struggles
to estimate precise camera poses in dynamic, complicated real-
world scenarios. These inaccurately estimated camera poses
can inevitably deteriorate the photometric reconstruction and
mislead the depth estimation networks with wrong supervisory
signals. In this article, we introduce SCIPaD, a novel approach
that incorporates spatial clues for unsupervised depth-pose joint
learning. Specifically, a confidence-aware feature flow estimator is
proposed to acquire 2D feature positional translations and their
associated confidence levels. Meanwhile, we introduce a positional
clue aggregator, which integrates pseudo 3D point clouds from
DepthNet and 2D feature flows into homogeneous positional
representations. Finally, a hierarchical positional embedding
injector is proposed to selectively inject spatial clues into semantic
features for robust camera pose decoding. Extensive experiments
and analyses demonstrate the superior performance of our
model compared to other state-of-the-art methods. Remarkably,
SCIPaD achieves a reduction of 22.2% in average translation
error and 34.8% in average angular error for camera pose
estimation task on the KITTI Odometry dataset. Our source
code is available at mias.group/SCIPaD.

Index Terms—monocular depth estimation, autonomous driv-
ing, convolutional neural network, camera pose estimation

I. INTRODUCTION

AUTONOMOUS vehicles are gradually becoming an in-
tegral part of our daily lives [1]. Monocular depth

estimation plays a crucial role in the perception systems of
autonomous vehicles, as it directly enables agents to perform
scene parsing [2]–[4], self-localization [5], and scene recon-
struction [6]–[8]. Early works [9], [10] solve the monocular
depth estimation problem via supervised learning, which re-
quires precise, extensive depth ground truth, typically acquired
using additional cameras or LiDARs [11], [12]. However, it is
time-consuming and labor-intensive to gather large-scale depth
data from the real world, and the specific data distribution
can restrict the generalizability of the network to new, unseen
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Fig. 1. Photometric reconstruction comparison between SQLdepth [13]
and our proposed SCIPaD: (a) the original target frame; (b) the image
reconstructed using SQLdepth; (c) the image reconstructed using SCIPaD.
Red boxes and vertical lines are added for visual comparison. Our method
demonstrates superior performance in camera pose and depth joint estimation.

scenarios. To address these limitations, self-supervised meth-
ods have emerged as favorable alternatives, which generate
supervisory signals from stereo pairs or monocular videos
to jointly estimate depth and camera pose (also referred to
as ego-motion), thereby eliminating the necessity for ground-
truth depth acquisition.

In recent years, self-supervised monocular depth estima-
tion has attracted considerable attention, with ongoing efforts
aimed at addressing corner cases in complex and dynamic
environments. These self-supervised methods typically utilize
a photometric reconstruction loss as the supervisory signal,
which can be affected by the precision of both depth pre-
dictions and camera pose estimations. Nevertheless, existing
frameworks tend to prioritize depth estimation accuracy while
often neglecting the accuracy of pose estimation, which is
currently generated by a shallow convolutional neural network
(CNN)-based PoseNet [14].

The adopted PoseNet architecture suffers from three key
limitations: First, the acquisition of ego-motion is strongly
related to positional clues and geometrical constraints. Clas-
sical visual odometry algorithms [15], [16] utilize the posi-
tions of matched keypoints to recover camera poses, lever-
aging epipolar geometry and perspective-n-point. However,
current learning-based frameworks take concatenated RGB
frames as input and use encoder-decoder structures for 6-
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DoF pose regression. Despite their computational efficiency,
these structures lack geometrical reasoning and positional
encoding abilities. Second, the depth estimation network (here-
after referred to as DepthNet) provides valuable priors of 3D
spatial layout. Existing methods fail to utilize the inherent
knowledge of spatial layout to enhance the interpretability and
precision of ego-motion estimations, further leading to sub-
optimal performance in depth-pose joint estimation. Third, the
PoseNet backbone is typically pretrained on image classifica-
tion datasets such as ImageNet [17], which excels in extract-
ing semantic information rather than modeling geometrical
correlations [18]. Moreover, these networks typically use the
deepest semantic features for camera pose regression, while
discarding the shallower ones which could potentially contain
informative spatial clues and positional correlations.

To address the aforementioned issues, we first propose
a confidence-aware feature flow estimator (CAFFE) to cal-
culate and adjust dense feature correspondences with the
consideration of pixel-wise confidence levels. This module
explicitly extracts abundant positional clues regarding 2D
feature translations, which provides strong constraints for ego-
motion recovery. Additionally, we argue that the output of
DepthNet offers valuable priors of 3D geometrical layout,
which may enhance the consistency between camera pose and
depth predictions. Therefore, we introduce a positional clue
aggregator (PCA), which incorporates 2D feature correspon-
dences from CAFFE and 3D spatial layout from DepthNet
into a homogeneous positional embedding space. Finally, it
is observed that the deeper layers of PoseNet encode richer
semantic information, whereas the shallower layers emphasize
precise spatial cues. Building upon this insight, we introduce
a hierarchical positional embedding injector (HPEI), which
selectively incorporates positional embeddings into semantic
clues with learnable gates. As demonstrated in the experi-
ments, the performance of our model is enhanced by the
adaptive integration of both semantic and spatial information.

In conclusion, we propose SCIPaD, a Spatial
Clue-Incorporated Pose and Depth joint learning framework,
which integrates all aforementioned innovative components.
It demonstrates superior performance in pose and depth
joint estimation compared with other state-of-the-art (SoTA)
methods, especially in ego-motion recovery. As illustrated
in Fig. 1, we compare the photometric reconstruction
performance between SQLdepth [13] and our proposed
SCIPaD. It can be seen that current SoTA method often fails
to produce precise camera poses, which further misleads the
photometric consistency-based supervisory signals.

In summary, we make the following contributions:
1) We propose SCIPaD, a novel monocular depth-pose

joint learning framework with spatial clues incorporated,
achieving SoTA performance across multiple public
datasets.

2) We introduce a CAFFE for calculating and reweighting
dense feature correspondences, in which a novel 2D
soft argmax function is utilized for differentiable dense
feature matching.

3) We develop a PCA, which incorporates 2D feature flow
and 3D spatial layout into a homogeneous representation

of positional clues, ensuring comprehensive geometry
encoding and proving highly effective in ego-motion
estimation tasks.

4) We propose an HPEI, which selectively injects positional
embeddings into semantic clues through a learnable
gating mechanism, leading to improved performance in
both depth and camera pose estimation.

The remainder of this article is structured as follows. Sect. II
presents an overview of the SoTA monocular depth estimation
and camera pose estimation methods. In Sect. III, we introduce
the proposed SCIPaD framework for depth-pose joint learning.
In Sect. IV, we present the experimental results across several
public datasets. Sect. V provides a detailed discussion and
concludes this article.

II. RELATED WORK

Depth estimation is a fundamental task in computer vision
and robotics [19], involving the use of RGB images to generate
dense depth predictions. In recent years, monocular depth
estimation has garnered significant attention due to its wide
applications in autonomous driving [20], [21] and virtual
reality [22], [23]. To date, deep learning-based approaches
for this task generally fall into two categories: supervised and
unsupervised [24].

A. Supervised Monocular Depth Estimation

The supervised learning approach for this task requires
pixel-level depth ground truth during the training phase. Eigen
et al. [9] first introduced a deep learning model with a coarse-
to-fine architecture to predict depth maps. Subsequent research
has focused on employing more complex network structures
[10], [25], [26] or loss functions [27], [28] to enhance depth
estimation performance.

Cao et al. [25] and Fu et al. [28] reformulated the depth
regression problem as a classification task, aiming to pre-
dict depth ranges rather than exact depth values. Lee et al.
[29] introduced multi-scale guidance layers to establish the
connections between intermediate layer features and the final
depth map. Bhat et al. [30] proposed AdaBins, which adapts
bin sizes based on image content, improving the adaptability
of depth prediction. Yang et al. [31] developed a Vision
Transformer-based architecture to capture long-range corre-
lations in depth estimation. Recently, Depth Anything [32]
achieved impressive results by fully unleashing the potential
of foundation models. It first reproduced a MiDaS-based [33]
teacher model with DINOv2 [34] pretrained weights, and then
used these teacher predictions as pseudo labels to train a
student model on extensive unlabeled data (62M).

Despite the promising results of these approaches, the re-
quirement for substantial amounts of ground-truth depth labels
in supervised training can be costly and limits the widespread
adoption of these methods.

B. Unsupervised Monocular Depth Estimation

In the absence of ground-truth depth data, an unsupervised
framework aims to train depth estimation models using image
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reconstruction as a supervisory signal. Garg et al. [35] ap-
proached depth estimation as a novel view synthesis problem,
minimizing the photometric loss between an input left image
and the synthesized right image. Building upon this, Godard et
al. [36] enhanced accuracy by introducing a left-right disparity
consistency loss.

In addition to using stereo pairs, unsupervised methods
can learn depth estimation from monocular video frames.
Zhou et al. [37] developed a network that jointly estimates
depth maps and camera poses between sequential frames. To
tackle challenges such as dynamic scenes and occlusions,
other researchers have explored multi-task learning, which
incorporates additional tasks like optical flow estimation [38],
[39] and semantic segmentation [40], [41]. Furthermore, some
researchers have introduced additional constraints, such as
uncertainty estimation [42], [43], to improve the robustness
and accuracy of the models. Godard et al. [6] proposed
Monodepth2, which leverages a minimum reprojection loss to
mitigate occlusion issues and an automasking loss to filter out
moving objects with velocities similar to the camera. Watson et
al. [44] introduced ManyDepth, which utilizes multiple frames
at test time and leverages geometric constraints through cost
volume construction, achieving superior performance.

Despite these advancements, all current unsupervised meth-
ods still rely on simple CNN-based PoseNet architectures
for camera pose estimation, which often exhibit limited gen-
eralizabilities and consequently result in suboptimal depth
reconstruction performance.

C. Camera Pose Estimation
Structure from motion (SfM) is widely recognized as a

benchmark technique for 3D reconstruction and camera trajec-
tory recovery from videos and image collections. Numerous
studies [45]–[48] have endeavored to integrate neural networks
into the SfM pipeline, fully leveraging the geometric priors
learned from training data. Jau et al. [46] designed an end-to-
end network for 6-DoF camera pose estimation. However, their
method relies on highly accurate ground-truth camera poses,
which are often unavailable or difficult to acquire. Li et al. [45]
proposed UnDeepVO, an unsupervised visual odometry frame-
work, capable of recovering absolute scales using monocular
videos and stereo image pairs. Tang et al. [49] improved
camera pose estimation performance by combining appearance
and geometric matching through a differentiable SfM module.
Bian et al. [50] introduced a geometry consistency loss to
enforce the scale-consistent depth learning.

Nonetheless, the pose estimation networks of these unsu-
pervised SoTA methods heavily rely on a basic CNN-based
architecture like PoseNet [14]. As shown in Fig. 2, the model
processes channel-wise concatenated monocular video frames,
which are then passed through several convolutional layers
for channel reduction, followed by an average pooling layer
to produce a tensor of shape 1 × 6. This tensor, representing
a combination of three Euler angles and three translational
components, lacks interpretability for geometric modeling and
robustness in scenarios involving moving objects.

To fully exploit the epipolar constraints, we explicitly en-
code the positional priors and incorporate depth information

into camera pose estimation. Our system design and experi-
mental findings provide novel insights that can significantly
enhance the performance of both monocular depth estimation
and camera pose estimation, providing valuable guidance for
researchers in the field.

III. METHODOLOGY

A. Architecture Overview

Previous studies such as [13], [51], [52] adopt a CNN-
based PoseNet [14] for camera pose estimation. Although the
network architecture is effective and lightweight, it struggles
to handle dynamic objects in the scene, which can significantly
impair the performance of camera pose estimation, and further
lead to failures in maintaining photometric consistency con-
straints. Moreover, the network backbone (usually ResNet-18
[53]) is pretrained for image classification, which excels at
extracting semantic cues from images. However, camera pose
estimation requires the utilization of spatial and geometrical
information, including 2D positional translations and 3D point
cloud layouts, which have not been considered in the current
SoTA frameworks. SCIPaD is thus proposed to solve the
problems aforementioned.

As illustrated in Fig. 2, for the input reference and target
frames Ir, It ∈ R3×H×W , meaningful semantic information
is first extracted from two separate branches: one branch
processes the channel-wise concatenated Ir and It to explore
the implicit correlations between the semantics and estimated
camera pose, producing a hierarchical semantic feature set
Fs = {F s

1, ...,F
s
k}, where F s

k ∈ Rc× H

2k
×W

2k represents the
semantic features at the k-th stage. The other branch, which
remains frozen, processes the batch-wise concatenated frames
and separates them to produce translation-equivariant feature
sets Fr = {F r

1, ...,F
r
k} and F t = {F t

1, ...,F
t
k} of Ir and

It, respectively. Subsequently, confidence-aware feature flow
is acquired by calculating feature affinity using a differentiable
2D soft argmax function, which is then integrated with the 3D
point cloud data obtained from DepthNet to derive positional
features Fp = {F p

1, ...,F
p
k}. Finally, the embedded positional

features are hierarchically injected into the semantic features
for 6-DoF camera pose regression.

The following subsections detail the confidence-aware fea-
ture flow estimator, the spatial clue aggregator, and the hi-
erarchical positional embedding injector within the SCIPaD
framework.

B. Confidence-Aware Feature Flow Estimator

As illustrated in Fig. 3, we take features F t
i,F

r
i ∈ Rc×h×w

from the target and reference frames at stage i as an example,
where c is the feature channel dimension, and (h,w) = (H,W )

2i

is the exponentially decreased feature resolution. We assume
that the temporal intervals between successive frames are
sufficiently short to ensure a relative constancy in object
dimensions and to preserve the brightness constancy assump-
tion [54] across corresponding points. Meanwhile, CNN-based
models use a set of convolution kernels with shared weights
for feature extraction, which exhibits a strong inductive bias of
translation equivariance. Leveraging this property, we aim to
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Fig. 2. An illustration of our proposed SCIPaD framework. Compared with the traditional PoseNet [14] architecture, it comprises three main parts: (1) a
confidence-aware feature flow estimator, (2) a spatial clue aggregator, and (3) a hierarchical positional embedding injector.

Confidence Level 𝑪𝑪𝑖𝑖

Feature Flow 𝑺𝑺𝑖𝑖𝑟𝑟
Flatten

Unfold

ℎ𝑤𝑤 ×

ℎ𝑤𝑤 ×

Softmax

Affinity Volume 𝑨𝑨𝑖𝑖

𝒑𝒑𝒋𝒋,𝒌𝒌 ∈ Meshgrid(𝑑𝑑,𝑑𝑑)

𝑑𝑑

M

M

ℎ

𝑤𝑤

𝑭𝑭𝑖𝑖𝑡𝑡

𝑭𝑭𝑖𝑖𝑟𝑟

ℎ

𝑤𝑤

𝑑𝑑

Max Function

Multiplication

M

Fig. 3. An illustration of our proposed confidence-aware feature flow
estimator. It produces feature flow Sr

i and its confidence Ci through affinity
volume construction and a differentiable 2D soft argmax function.

find feature correspondences between the reference and target
frames for explicit geometrical encoding.

Unlike previous work [55], which primarily emphasizes
feature flow generation across consecutive frames, our pro-
posed CAFFE also produces pixel-wise confidence levels
for reweighting the feature flow. We first normalize F r

i to
have a unit length along the channel dimension, and then
extract sliding local blocks from the normalized features with
window size d, resulting in the unfolded reference features
F̃ r

i ∈ Rh×w×c×d2

as follows:

F̃ r
i = Reshape(Unfold(

F r
i

||F r
i ||2

)). (1)

Similarly, the target features F t
i are processed to form F̃ t

i ∈
Rh×w×1×c. Subsequently, the cross-frame feature affinity
Ai ∈ Rh×w×d×d in stage i is calculated as follows:

Ai = Reshape(F̃ t
iF̃

r
i ). (2)

The affinity volumes capture correspondences and their con-
fidence levels between features from the two input frames.

Specifically, a higher affinity value indicates a stronger resem-
blance between a pixel in the target frame and another pixel
within the selected window of the reference frame, while a
lower value suggests a mismatch or lower confidence in the
correspondence. Hence, in order to determine the relative fea-
ture position displacements, i.e., feature flow Sr

i ∈ Rh×w×2, a
straightforward way to localize the matched features is taking
the position arguments of the maxima as follows:

Sr
i = argmax

p∈W
Ai(:,p), (3)

where W = {p = [j, k]⊤ | j, k ∈ [0, d] ∩ Z} represents the
set of pixels in the specified window partition. However, the
argmax function is non-differentiable and generates discrete
outputs, which prevents the network from backpropagation and
introduces quantization errors. To address this issue, we draw
inspiration from the smooth approximation proposed in [56],
and introduce a 2D soft argmax as a substitute for the original
argmax function:

Sr
i =

∑
p∈W

p
exp(Ai(:,p))∑
p exp(Ai(:,p))

. (4)

In this way, the position with the maximum likelihood is calcu-
lated using a probability-weighted sum of the position enumer-
ations p, where the probabilities are normalized through the
softmax of the affinity values. This 2D soft argmax approach
enhances feature matching with sub-pixel accuracy, facilitating
the flow of gradients from pose estimation back through the
point coordinates.

Another crucial piece of information conveyed by Ai is the
confidence level Ci ∈ Rh×w×1, which indicates the quality
of the calculated feature flow. We argue that Ci depends on
two factors:

• Magnitude of affinity values. If all the affinity values
are relatively small, it suggests a lack of strong feature
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correspondences within the specified window. For exam-
ple, if a moving object occupies the entire window and
occludes the original matched pixel, this can result in
smaller affinity values in the entire window.

• Distribution of affinity values. If the largest affinity
values are closely clustered, it suggests the presence
of texture-less areas or keypoints that are difficult to
discriminate.

To avoid these aforementioned issues and lower their im-
pact on matched correspondences, we formulate the feature
matching confidence level Ci as follows:

Ci = max
p∈W

Ai(:,p) ·max
p∈W

exp(Ai(:,p))∑
p exp(Ai(:,p))

, (5)

where Ci tends to approach 1 only when there is a unique
large affinity value within the given window, indicating high
confidence in the feature correspondence. This formulation
assists in assessing the reliability of feature matches by con-
sidering both the magnitude and the distribution of affinity
values across spatial dimensions.

C. Positional Clue Aggregator

To ensure robust and effective camera pose estimation,
it is essential to incorporate two primary positional clues.
The first involves 2D feature flow and its corresponding
pixel coordinates, which reflect the pixel-wise geometrical
constraints with respect to cross-frame correlations. To fully
exploit spatial information and positional clues, we propose a
positional clue aggregator, which incorporates these elements
into a compact, homogeneous positional embedding space. In
the i-th stage, the absolute feature position Sa

i ∈ Rh×w×2 can
be straightforwardly obtained as follows:

Sa
i = Concat(Meshgrid(h,w)), (6)

where the Meshgrid function generates 2D grid coordinates
using matrix indexing. Meanwhile, the dense point cloud
P c

i ∈ Rh×w×3 in the i-th stage can be easily obtained
from the perspective camera model. For an arbitrary 3D point
pc = [xc, yc, zc]⊤ in camera coordinates, its corresponding
homogeneous pixel coordinates p̃ = [u, v, 1]⊤ satisfy the
following relationship:

pc = zcK−1p̃, (7)

where K represents the camera intrinsic matrix, and zc can
be approximated using predictions from DepthNet. Thus, P c

i

can be generated by iterating through pixel coordinates.
Having obtained the feature flow Sr

i , absolute feature po-
sition Sa

i , their corresponding confidence Ci, and the down-
sampled dense point cloud P c

i , we proceed to encode them
into a homogeneous position embedding space F p

i . First, we
normalize Sr

i , Sa
i and P c

i into the range [0, 1] using linear
mapping, facilitating a uniform feature representation across
different scales. Subsequently, these three positional priors are
integrated into positional embeddings F p

i as follows:

F p
i = Ci(f(S̃

r
i ,Θ

s
i ) + f(S̃a

i ,Θ
s
i )) + f(P̃ i,Θ

p
i ), (8)

where f(·,Θi) represents two consecutive convolutional lay-
ers with learnable parameters Θi that map a 2D or 3D position
vector into a higher embedding dimension. Notably, Θs

i is
shared between Sr

i and Sa
i to maintain positional encoding

consistency. This approach effectively integrates spatial con-
text from feature flow and 3D point cloud representations,
enhancing the accuracy and robustness of camera pose esti-
mation by leveraging comprehensive positional clues.

D. Hierarchical Positional Embedding Injector

It has been demonstrated that multi-scale feature aggre-
gation across different modalities improves the capacity of
deep neural networks in various computer vision tasks [67].
However, as a task heavily reliant on geometric properties,
camera pose estimation requires not only substantial semantic
information but also accurate geometric cues. It is crucial
to achieve a sensible balance between these features across
different scales. This is due to the fact that the shallower layers
of the network tend to contain less semantic details but richer
geometric representations, whereas the deeper layers excel in
capturing refined semantic abstractions but may deteriorate the
meaningful spatial clues due to downsampling operations.

In this work, our proposed hierarchical positional embed-
ding injector aims to effectively integrate low-level positional
embeddings Fp into high-level semantic features Fs across
different scales. Unlike previous works, such as [13], [58],
which utilize the deepest features for camera pose decoding,
we hierarchically aggregate fused semantic and positional
features at multiple resolutions to preserve both high-level
semantic and low-level positional information. For the features
F s

i ∈ Fs and F p
i ∈ Fp from the i-th stage, we first employ a

channel reduction block to transform F p
i into compact embed-

dings. Subsequently, the compressed positional embeddings
are integrated into the semantic features F s

i with a learnable
gate γi, which automatically modulates the importance of
semantic and spatial information.

The motivation for introducing the gating mechanism lies
in leveraging the strengths of different network layers: the
shallower layers of the network encode more precise positional
embeddings, while the deeper layers preserve richer semantic
information. In contrast to prior arts [67] which indiscrimi-
nately fuse the cross-modal information, our approach ensures
the network adaptively focuses on semantic and positional
information with different scales. Afterwards, the selectively
fused features are combined with those from the preceding
layer, yielding spatial-semantic co-attentive feature represen-
tations. These operations can be written as follows:

F i =

{
fi(γifc(F

p
i ) + (1− γi)F

s
i + F i−1,Θi), if 1 ≤ i < k

γifc(F
p
i ) + (1− γi)F

s
i + F i−1, if i = k

(9)
where k denotes the number of stages in the backbone, γi
regulates the importance between semantic features F s

i and
positional features F p

i , fi(·,Θi) represents a combination of
convolutional, rectified linear unit (ReLU), and downsampling
layers with learnable parameters Θi, and fc(·) denotes the
channel reduction function performed by a convolutional layer
with a kernel size of 1×1. F 0 is initialized as a zero matrix
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TABLE I
QUANTITATIVE COMPARISON ON THE KITTI EIGEN BENCHMARK [57]. IN THE TRAIN COLUMN, S DENOTES TRAINING WITH SYNCHRONIZED STEREO

IMAGE PAIRS, M DENOTES TRAINING WITH MONOCULAR SEQUENCES, AND MS DENOTES TRAINING WITH BOTH MONOCULAR SEQUENCES AND STEREO
PAIRS. THE BEST RESULTS ARE SHOWN IN BOLD TYPE.

Method training Resolution Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

SC-DepthV3 [58] M 256 × 832 0.118 0.756 4.709 0.188 0.864 0.960 0.984

Monodepth2 [6] MS 192 × 640 0.106 0.818 4.750 0.196 0.874 0.957 0.979

HR-Depth [59] MS 192 × 640 0.107 0.785 4.612 0.185 0.887 0.962 0.982

PackNet-SfM [21] M 192 × 640 0.111 0.785 4.601 0.189 0.878 0.960 0.982

DIFFNet [60] M 192 × 640 0.102 0.764 4.483 0.180 0.890 0.964 0.983

MonoViT-tiny [61] M 192 × 640 0.102 0.733 4.459 0.177 0.895 0.965 0.984

Swin-Depth [62] M 192 × 640 0.106 0.739 4.510 0.182 0.890 0.964 0.984

Lite-Mono [63] M 192 × 640 0.107 0.765 4.561 0.183 0.886 0.963 0.983

Lite-Mono-8M [63] M 192 × 640 0.101 0.729 4.454 0.178 0.897 0.965 0.983

Dynamo-Depth [64] M 192 × 640 0.112 0.758 4.505 0.183 0.873 0.959 0.984

ManyDepth [44] M 192 × 640 0.098 0.770 4.459 0.176 0.900 0.965 0.983

DynamicDepth [65] M 192 × 640 0.096 0.720 4.458 0.175 0.897 0.964 0.984

TriDepth [40] M 192 × 640 0.093 0.665 4.272 0.172 0.907 0.967 0.984

SQLdepth [13] M 192 × 640 0.091 0.713 4.204 0.169 0.914 0.968 0.984

SCIPaD (Ours) M 192 × 640 0.090 0.650 4.056 0.166 0.918 0.970 0.985

Monodepth2 [6] MS 320 × 1024 0.106 0.806 4.630 0.193 0.876 0.958 0.980

HR-Depth [59] MS 320 × 1024 0.101 0.716 4.395 0.179 0.899 0.966 0.983

DIFFNet [60] M 320 × 1024 0.097 0.722 4.435 0.174 0.907 0.967 0.984

MonoViT-tiny [61] M 320 × 1024 0.096 0.714 4.292 0.172 0.908 0.968 0.984

Lite-Mono-8M [63] M 320 × 1024 0.097 0.710 4.309 0.174 0.905 0.967 0.984

ManyDepth [44] M 320 × 1024 0.087 0.685 4.142 0.167 0.920 0.968 0.983

SQLdepth [13] M 320 × 1024 0.087 0.659 4.096 0.165 0.920 0.970 0.984

SCIPaD (Ours) M 320 × 1024 0.086 0.636 4.006 0.165 0.922 0.968 0.984

TABLE II
QUANTITATVE COMPARISON USING THE IMPROVED KITTI GROUND TRUTH PROVIDED IN [66].

Method training Resolution Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

Monodepth2 [6] MS 192 × 640 0.080 0.466 3.681 0.127 0.926 0.985 0.995

PackNet-SfM [21] M 192 × 640 0.078 0.420 3.485 0.121 0.931 0.986 0.996

ManyDepth [44] M 192 × 640 0.070 0.399 3.455 0.113 0.941 0.989 0.997

DynamicDepth [65] M 192 × 640 0.068 0.362 3.454 0.111 0.943 0.991 0.998

TriDepth [40] M 192 × 640 0.068 0.359 3.341 0.110 0.944 0.989 0.997

SQLdepth [13] M 192 × 640 0.061 0.317 3.055 0.100 0.957 0.992 0.997

SCIPaD (Ours) M 192 × 640 0.059 0.287 2.871 0.095 0.964 0.993 0.998

with the same shape of F s
1, and the final aggregated output F 4

is subsequently passed through a multilayer perceptron (MLP)
for camera pose decoding.

IV. EXPERIMENTS

A. Datasets, Evaluation Metrics, and Implementation Details

Our proposed method is evaluated on three public datasets,
including the KITTI Raw dataset [68], the KITTI Odometry
dataset [57], and the Make3D dataset [69]. Specifically, we
evaluate the depth estimation performance on the KITTI Raw
dataset, and evaluate the camera pose estimation results on
the KITTI Odometry dataset. Moreover, we also assess the
generalizability of our model on the Make3D dataset using
the weights pretrained on the KITTI Raw dataset.

• KITTI Raw [68]: This dataset consists of driving videos
recorded in urban environments, and it is widely used
in self-supervised monocular depth estimation research.
Following previous works [13], [37], [58], [70], we adopt
the Eigen split, which uses 39,810 images for training,
4,424 images for evaluation, and 697 images for testing.
Depth ranges are capped at 80 m, and all images are
resized to the resolution of 192×640 pixels or 320×1024
pixels for network training.

• KITTI Odometry [57]: This dataset contains well-
rectified stereo images with ground-truth trajectories in
22 driving scenarios. Following previous work [6], we
use Seqs. 00-08 for model training and test our method
on Seqs. 09-10. The absolute trajectory error is calculated
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Fig. 4. Qualitative experimental results on the KITTI Eigen benchmark. The regions highlighted in the red boxes illustrate that our method produces locally
consistent depth maps with enhanced details.

TABLE III
VISUAL ODOMETRY RESULTS ON THE KITTI ODOMETRY DATASET [57].

Method
Seq. 09 Seq. 10

et (%) er (%) ATE (m) et (%) er (%) ATE (m)

SfMLearner [37] 19.15 6.82 77.79 40.40 17.69 67.34

GeoNet [38] 28.72 9.80 158.45 23.90 9.00 43.04

DeepMatchVO [71] 9.91 3.80 27.08 12.18 5.90 24.44

Monodepth2 [6] 36.70 16.36 99.14 49.71 25.08 86.94

SC-Depth [50] 12.16 4.01 58.79 12.23 6.20 16.42

SCIPaD (Ours) 7.43 2.46 26.15 9.82 3.87 15.51

by averaging over all overlapping five-frame snippets in
the test sequences, following the approach proposed in
[6].

• Make3D [69]: We evaluate the generalizability of the
proposed method on the Make3D dataset, which contains
134 test images of outdoor scenes. The proposed model,
initially trained on the KITTI Raw dataset, is directly
applied to these test images for evaluation.

Adhering to the experiments presented in the previous works
[6], [37], we quantify the model’s performance using the mean
absolute relative error (Abs Rel), the mean squared relative
error (Sq Rel), the root mean squared error (RMSE), the
root mean squared log error (RMSE log), and the accuracy
under threshold (δi < 1.25i, i = 1, 2, 3). Detailed definitions
of these metrics can be found in [9]. For visual odometry
performance evaluation, we follow the standard evaluation
metrics introduced in [57], including the average translational
error et (%), the average rotational error er (%), and the
absolute trajectory error ATE (m) [72].

The proposed method is implemented in PyTorch and
trained on an NVIDIA RTX 4090 GPU. We adopt the TriDepth
[40] framework as our baseline. Following [6], we utilize a

snippet of three sequential video frames as a training sample.
During training, images are augmented with random color
jitter and horizontal flips. We employ the Adam optimizer
[73] and conduct the training over 30 epochs, starting with
a learning rate of 10−4, which we reduce by a factor of 10
for the final 5 epochs. In line with practices from [6], [13],
[44], we initialize the encoder of our network using pretrained
weights from ImageNet [17].

B. Comparison with State-of-The-Arts

Depth Estimation Results. As presented in Table I, our
proposed SCIPaD achieves SoTA performance on both res-
olutions on the KITTI Raw dataset. It can be observed that
SCIPaD demonstrates superior performance compared to all
existing self-supervised methods, achieving an 8.8% reduc-
tion in Sq Rel, and a 0.4% improvement in δ1 compared
to SQLdepth [13], a previous SoTA approach. Moreover,
SCIPaD significantly outperforms its counterparts trained with
additional stereo image pairs such as Monodepth2 [6] and HR-
Depth [59], achieving an average error reduction of 15.5% in
Abs Rel and an average performance gain of 1.1% in δ1.

Fig. 4 shows the qualitative experimental results on the
KITTI Eigen benchmark. Compared with previous SoTA
methods, which often produce blurry edges in the foreground,
our method generates more distinctive boundaries (e.g., the
first and third columns) and maintains better depth consistency
in continuous regions (e.g., the second and fourth columns).
This superior performance is primarily due to our method’s
ability to determine accurate and robust camera poses, which
in turn generate more refined self-supervisory cues for photo-
metric reconstruction.

Due to the limited quality of the original ground-truth data
in KITTI, we additionally present evaluation results using the
improved KITTI ground truth [66] in Table II. Even when
compared with the previous SoTA method SQLdepth [13],
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TABLE IV
COMPARISONS OF EXISTING MODELS WITH AND WITHOUT OUR PROPOSED POSENET EMBEDDED ON THE KITTI EIGEN BENCHMARK. MANUAL

REPLICATIONS WITH RELEASED CODE ARE INDICATED BY THE SYMBOL † .

Method with Ours Resolution (Pixels) Abs Rel ↓ Sq Rel ↓ RMSE ↓ RMSE log ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

SC-DepthV3† [58]
256 × 832 0.119 0.756 4.699 0.188 0.863 0.960 0.984

✓ 256 × 832 0.113 0.742 4.603 0.185 0.870 0.962 0.984

Monodepth2† [6]
192 × 640 0.116 0.923 4.856 0.193 0.878 0.959 0.981

✓ 192 × 640 0.115 0.902 4.827 0.192 0.877 0.959 0.981

ManyDepth† [44]
192 × 640 0.101 0.800 4.583 0.182 0.894 0.962 0.982

✓ 192 × 640 0.098 0.758 4.430 0.177 0.899 0.964 0.983

TriDepth† [40]
192 × 640 0.095 0.718 4.408 0.176 0.896 0.964 0.983

✓ 192 × 640 0.094 0.699 4.325 0.167 0.903 0.969 0.984

TABLE V
ABLATION STUDIES OF SCIPAD DESIGN ON THE KITTI RAW AND KITTI ODOMETRY DATASETS.

Configuration
KITTI Raw Dataset

KITTI Odometry Dataset

Seq. 09 Seq. 10

Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑ et (%) er (%) ATE (m) et (%) er (%) ATE (m)

Full Implementation 0.090 0.918 0.970 0.985 7.43 2.46 26.15 9.82 3.87 15.51

CAFFE

Unfrozen Backbone 0.090 0.919 0.969 0.985 7.37 2.10 24.84 12.53 4.84 19.26

w/o Confidence Reweighting 0.092 0.912 0.967 0.984 10.92 3.03 45.61 12.49 6.31 25.83

w/o Feature Normalization 0.091 0.917 0.968 0.984 9.84 2.89 41.84 12.97 6.94 27.42

PCA

w/o Feature Flow 0.095 0.907 0.965 0.984 15.38 5.26 60.05 23.39 9.55 43.29

w/o Absolute Feature Position 0.091 0.914 0.968 0.984 10.01 2.98 41.84 12.97 6.94 27.42

w/o Depth Predictions 0.092 0.913 0.967 0.984 10.52 3.12 46.51 13.55 6.72 28.81

w/ Shared Embedding Layer 0.094 0.903 0.965 0.984 16.84 3.51 55.36 18.45 8.36 39.82

HPEI

w/o Gating Mechanism 0.092 0.913 0.967 0.984 10.42 3.09 46.85 13.75 6.54 26.88

Decode Fs Only 0.093 0.907 0.967 0.984 15.24 3.49 52.23 15.42 7.23 30.14

Decode Fp Only 0.096 0.897 0.964 0.983 12.14 4.52 52.83 12.41 6.33 35.64

SCIPaD continues to demonstrate superior performance across
all metrics. Notably, it achieves a 3.3% reduction in Abs Rel
and a 9.5% reduction in Sq Rel at a resolution of 640×192
pixels.

Camera Pose Estimation Results. We use the KITTI
Odometry dataset [57] to evaluate the camera pose estimation
performance of our proposed SCIPaD. Models trained on
monocular videos often struggle to recover absolute depth
metrics due to scale ambiguity. To address this issue, we
align the scale of their predicted results with the ground truth
using 7-DoF optimization. As presented in Table III, SCIPaD
significantly outperforms other monocular visual odometry
methods. Compared to the previous SoTA frameworks, our
proposed method achieves a reduction of 22.2% in et, 34.8%
in er, and 4.5% in ATE, respectively.

We also provide a qualitative comparison of the trajectories
produced by different methods. As shown in Fig. 6, we
evaluate monocular visual odometry methods on Seq. 09 (left)
and Seq. 10 (right) of the KITTI Odometry dataset, and
SCIPaD exhibits superior results, with minimal drift among all
SoTA methods. This demonstrates the high performance and
robustness of our method in ego-motion recovery and long-
term trajectory estimation.

C. Ablation Study

As shown in Table IV, we incorporate the PoseNet in
SCIPaD into existing open-source methods and demonstrate
that our method significantly enhances their depth estimation
performances. Remarkably, this integration results in a sub-
stantial performance boost across all metrics for the original
models.

Furthermore, we investigate the rationality and efficacy of
our proposed SCIPaD. As illustrated in Table V, we conduct
ablation experiments regarding the inner design of CAFFE,
PCA, and HPEI. First, we observe that unfreezing the feature
flow backbone results in minor performance gains but sig-
nificantly increases the computational burden. Therefore, we
opt to maintain a frozen feature flow to achieve a balance
between accuracy and computational efficiency. Moreover, we
notice that the removal of feature normalization in (1) and
confidence reweighting in (8) leads to reduced performance
across the two datasets, confirming the necessity of these
components. Second, feature flow, absolute feature position,
and DepthNet predictions are three spatial clues to be ag-
gregated. Removing these elements sequentially highlighted
that feature flow is most critical for depth estimation and
ego-motion recovery, while the absolute feature position con-
tributes the least. Including DepthNet predictions enhances
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Fig. 5. Qualitative zero-shot results on the Make3D dataset [69].

Fig. 6. Comparison of the estimated trajectories using Seqs. 09 and 10 on
the KITTI Odometry dataset [57]. All predictions are rescaled to align with
the ground truth for a fair comparison.

pose estimation significantly. Using the same embedding layer
for aggregating all three spatial clues, as noted in (8), led
to a noticeable performance decline, suggesting the need for
distinct processing of each clue. Third, we evaluate the efficacy
of the gating mechanism in (9) as well as the overall contribu-
tions of semantic features Fs and positional embeddings Fp.
The results indicate that both components are crucial to the
system’s performance, significantly impacting the depth-pose
joint estimation results.

D. Zero-Shot Performance Evaluation

To further evaluate the generalizability of SCIPaD, we
conduct a zero-shot test on the Make3D dataset [69] using the
pretrained weights obtained from the KITTI dataset. Following
the evaluation settings used in [13], the test images are center-
cropped to a 2:1 ratio for a fair comparison. As presented in
Table VI and Fig. 5, SCIPaD outperforms other methods in
zero-shot performance, and produces finer-grained depth maps
with more accurate scene details. These results demonstrate
the exceptional zero-shot generalizability of our model.

TABLE VI
QUANTITATIVE ZERO-SHOT PERFORMANCE COMPARISON ON THE

MAKE3D DATASET [69].

Method Abs Rel Sq Rel RMSE RMSE log

Monodepth2 [6] 0.321 3.378 7.252 0.163

HR-Depth [59] 0.305 2.944 6.857 0.157

CADepth [74] 0.319 3.564 7.152 0.158

DIFFNet [60] 0.298 2.901 6.753 0.153

MonoViT [61] 0.286 2.758 6.623 0.147

SCIPaD (Ours) 0.284 2.712 6.593 0.147

V. CONCLUSION

In this article, we introduced SCIPaD, a novel architec-
ture designed for unsupervised learning of ego-motion and
monocular depth estimation. SCIPaD estimates confidence-
aware feature flow from a CAFFE, and aggregates spatial clues
into homogeneous positional representations using a PCA.
Finally, an HPEI selectively injects positional embeddings into
semantic information for robust ego-motion decoding. Our
proposed method achieves remarkable state-of-the-art results
and improved generalizability on the KITTI Raw, KITTI
Odometry, and Make3D datasets. Future work will focus
on developing a lightweight version of SCIPaD and further
enhancing the generalizability performance of the depth-pose
joint learning framework.
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