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Abstract— Moving object segmentation (MOS) provides a
reliable solution for detecting traffic participants and thus is of
great interest in the autonomous driving field. Dynamic capture
is always critical in the MOS problem. Previous methods cap-
ture motion features from the range images directly. Differently,
we argue that the residual maps provide greater potential for
motion information, while range images contain rich semantic
guidance. Based on this intuition, we propose MF-MOS, a novel
motion-focused model with a dual-branch structure for LiDAR
moving object segmentation. Novelly, we decouple the spatial-
temporal information by capturing the motion from residual
maps and generating semantic features from range images,
which are used as movable object guidance for the motion
branch. Our straightforward yet distinctive solution can make
the most use of both range images and residual maps, thus
greatly improving the performance of the LiDAR-based MOS
task. Remarkably, our MF-MOS achieved a leading IoU of
76.7% on the MOS leaderboard of the SemanticKITTI dataset
upon submission, demonstrating the current state-of-the-art
performance. The implementation of our MF-MOS has been
released at https://github.com/SCNU-RISLAB/MF-MOS.

I. INTRODUCTION

A key challenge for safe autonomous driving systems is
the precise perception of moving objects e.g. pedestrians and
other vehicles that share the traffic environment [1], [2]. The
LiDAR-based MOS task tackles the uncertainty perception in
the traffic environment by segmenting the current moving ob-
jects such as pedestrians and cyclists while distinguishing a
stationary vehicle from one that is moving [3]–[5]. Therefore,
it helps develop such uncertainty perception and is essential
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Fig. 1. Core idea of the proposed motion-focused model. The blue parts
in (a) represent the point cloud of movable objects and the red parts in (b)
represent the point cloud of moving objects. The moving objects are usually
a subset of movable objects. Our MF-MOS emphasizes motion information
(via residual maps) and utilizes movable features (via the range image) to
provide semantic enhancement.

in autonomous driving. This paper follows the mainstream
setting of MOS that segments the moving objects in a point
cloud frame using range projection and residual maps from
LiDAR data. Previous methods mainly tackle the dynamic
capture with the range view images from point cloud scenes
[1], [3], [6], while some of them [3], [7] apply residual maps
as auxiliary guidance during dynamic capture.

For instance, MotionSeg3D [3] utilizes a dual-branch
framework based on SalsaNext [8]. It simultaneously en-
codes spatial-temporal information from range images and
incorporates a residual branch to enhance motion features.
However, these approaches usually prioritize the semantic
information of object appearance and detect whether an
object can move while relegating the actual motion state of
objects to the status of an auxiliary feature.

Drawing from the most intuitive observations that dynamic
capture forms the foundational component in addressing
the MOS problem, we put forth MF-MOS, a dual-branch
structure for the LiDAR moving object segmentation task.
The core idea of the MF-MOS is to focus on the dynamic
information from the residual maps as a fundamental com-
ponent of the network (see Fig. 1). Specifically, we design a
primary motion branch to capture the dynamic from residual
maps. Additionally, a semantic branch is used to integrate
the semantic information of object appearance from range
images into the motion branch. We have designed a kind of
pooling layer which is more suitable for the two branches.
We name it Strip Average Pooling Layer (SAPL).
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Our method shares a similar envision with RVMOS [7]
that segments movable objects from the range images. How-
ever, it primarily emphasizes the motion potential of objects
rather than directly addressing their moving status, which is
the core aspect of the MOS problem. Different from what,
our MF-MOS goes a step further with the direct capture
of the dynamic information, thus performing remarkably
well in completing the task. More differently, we develop
a distribution-based data augmentation to address the influ-
ence of different frame sampling of the residual maps to
build a robust network. Furthermore, we introduce a 3D
Spatial-Guided Information Enhancement Module (SIEM)
that provides additional spatial guidance to both the primary
motion branch and the semantic branch, thereby alleviating
the potential loss of information.

Extensive experiments have demonstrated the superiority
of our design. Leveraging the exceptional dynamic per-
ceptual ability of the proposed MF-MOS, we substantially
improve the performance of the MOS task on the Se-
manticKITTI dataset [1] and achieve the top spot on the
leaderboard. In summary, our contributions can be summa-
rized as follows:

• We target the direct capture of the dynamic information
in the MOS task and propose a motion-focused network
with a dual-branch structure named MF-MOS: (i) a
primary motion branch to capture the motion feature
from residual maps; (ii) a semantic branch to compute
the semantic information of object appearance from
range images.

• We propose a novel distribution-based data augmenta-
tion method that improves the network robustness. We
also propose SIEM to refine both the motion branch and
alleviate the loss of information.

• The proposed method attains the highest ranking on
the SemanticKITTI-MOS benchmark for both the test
and validation datasets. We also tested our method
in different benchmarks to validate its robustness and
superior performance.

II. RELATED WORK

A. MOS Based on Occupancy Map and Visibility

Previous methods address the MOS task by applying
occupancy maps or adopting visibility-based methods. They
both own the unique advantage of data-free learning. Firstly,
inspired by Octomap [9], occupancy grids are often utilized
in MOS tasks such as moving obstacles removal. These
methods compute the motion information by comparing the
occupancy maps between continuous frames and locating the
dynamic points within the occupancy grid. For instance, J.
Schauer et al. [10] proposed to remove pedestrians based on
the differences in volumetric occupancy between different
temporal scans. Likewise, S. Pagad et al. [11] targeted
to remove dynamic objects on wide urban roads with 3D
occupancy maps. Besides, H. Lim et al. [12] further proposed
a pseudo occupancy map based on the height threshold that
is robust to motion ambiguity. Secondly, the other type of

method adopts the visibility-based theory and applies visual
projection data, e.g. range images for the MOS task. G. Kim
et al. [4] proposed a motion points removal and reverting
method based on multi-resolution range images. P. Chi et
al. [13] proposed a static points construction algorithm via
LiDAR and images. However, both the occupancy maps and
the visibility-based methods rely on the previously obtained
maps and pose information from Simultaneous Localization
and Mapping (SLAM) systems, thus being limited in real-
time applications.

B. MOS Based on Deep Learning

Recent approaches tend to apply popular deep learning
models and capture spatial-temporal features from data di-
rectly. These methods usually adopt different view projec-
tions such as range-view projection, voxelization, and bird’s
eye view projection. For instance, X. Chen et al. [1] pre-
sented a novel LiDAR moving segmentation method based
on range-view images. Compared to previous approaches,
this method prevents static points from being mistakenly re-
moved by capturing canny features. After that, Motionseg3D
[3] was proposed as an improved version. It proposed a dual-
branch network with a refined module to optimize the MOS
results. RVMOS [7] also illustrated a multi-branch segmen-
tation framework to fuse semantic and motion information
and further improve the MOS performance. Other methods
[5], [14]–[16] adopt different view projections to address
the LiDAR-MOS task. B. Mersch et al. [5] applied the 4D
voxelization on LiDAR point clouds for efficiency. Similarly,
[16] adopted the bird’s eye view projection on LiDAR point
clouds and proposed a real-time network for the MOS task.
We also use the range-view projection in the proposed MF-
MOS. Distinct from previous networks, we design a motion-
focused network that mainly captures the motion feature
from the residual maps and generates semantic features from
range images.

III. METHODOLOGY

We present our MF-MOS in detail in the following sec-
tions. Firstly, we start with the basic data projection from
the LiDAR inputs to the range view and residual inputs.
Then, we elaborate on the proposed MF-MOS and the SIEM.
Finally, we describe our distribution-based data augmentation
for the MOS task in detail.

A. Data Prepossessing

Range images serve as a lightweight 2D representation of
point cloud data. We project the LiDAR point cloud into the
range image and residual map following the stander setting
of previous work [1], [3], [7]. After getting the range images
of different frames of point clouds, we obtain past k-frame
residual maps Ires by the pixel level variance calculation
between frames as follows:

Ikres(u,v) =

∣∣∣∣IkRV (u,v)− I0RV (u,v)

I0RV (u,v)

∣∣∣∣ , (1)

where IRV represents the range image, u and v are the
transformed pixel coordinates in the 2D image space.
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Fig. 2. The overall of MF-MOS is a dual-input-dual-output branching structure. The semantic branch (the bottom one) which takes the range image
as input is used to predict movable objects in the current frame, and the motion branch (the upper one) takes the residual maps as input to predict the
moving objects. The intermediate feature maps obtained from the encoder of the semantic branch are fused into the motion branch through the MGA
module. To obtain further refined segmentation results, we use the output of the the motion branch as the input of the SIEM to obtain the final point cloud
segmentation results.

B. Network Structure

1) Dual-Branch Motion-focused Framework with SAPL:
We design a novel dual-branch network that focuses on
residual maps. Fig. 2 illustrates the overall architecture of
the proposed method. Inspired by [1], [3], SalsaNext has
demonstrated powerful performance in the MOS task, hence
we employ it as the backbone in motion (via residual maps)
and semantic (via the range image) branches.

The proposed semantic branch utilizes the range image
to effectively extract features of movable objects and adds
meta kernel [17] for feature-level enhancement. In contrast,
the feature of the motion branch emphasizes the dynamism
of the current features. To enhance the fusion of features
from two distinct inputs, we adopt a fusion strategy [18] in
the motion branch. The encoded feature outputs from the
residual maps are combined with those from each layer of
the range image, serving as inputs to the subsequent layers of
the coding module in the motion branch. This fusion process
facilitates the integration of complementary information from
both inputs and promotes the effective utilization of features
for subsequent processing in the motion branch. The dual-
branch framework can be illustrated as:

F s = sigmoid (Conv1×1 (F semantic ))⊗ Fmotion , (2)

where Fmotion represents the feature map of the motion
branch in the input fusion module, while F semantic represents
the feature map of the semantic branch in the input fusion
module. Followed by (2), we can contact two branch features.
F s presents the fusion result after sigmoid processing.

F f = softmax (Conv1×1 (Pool (F s)))× C, (3)

Pool denotes the adaptive average pooling layer, where C
represents the number of channels in the feature map. F f is
the output after normalization softmax process.

F o = F c + F res , (4)

where F o denotes the connection of FC and F res. We can
note that SalsaNext [8] includes a 2×2 pooling layer with a
standard square pooling kernel during the feature encoding
phase. It is obvious that range and residual maps are gener-
ally not aligned in terms of height and width, and the use of
a square pooling kernel for feature extraction can easily lead
to partial feature loss. Therefore, in the proposed two-branch
input network, we modify the pooling layer down-sampled
by the SalsaNeXt encoder with the PixelShuffle layer up-
sampled by the decoder, which is called the Strip Average
Pooling Layer (SAPL), expressed as follows:

F ′
x0,y0

=
1

h× w

w∑
i=0

h∑
j=0

Fw×x0+i,h×y0+j , (5)

where F represents the input feature map for stripe pooling,
while F ′ represents the output feature map after stripe pool-
ing. h and w denote the height and width of the stripe pooling
kernel, respectively. xo and yo represent the coordinates
of the output feature map, corresponding to the x and y
dimensions.

In the encoder, we modify the original 2×2 pooling kernel
of SalsaNeXt [8] by replacing it with a pooling kernel size of
2×4. Additionally, in the PixelShuffle operation, we adjust
the ratio of channel-to-image aspect conversion to match the
modified rectangular pooling operation.

2) 3D Spatial-Guiding Information Enhancement Module:
To compensate for the information loss caused by the data
dimension reduction during the conversion from point clouds
to range images, we propose the SIEM to refine the segmen-
tation results of the dual-branch network. SIEM transforms
the last layer feature map of the first stage decoder through a
back-projection process into the point cloud space, resulting
in the initial feature point cloud. After voxelization, the initial
point cloud is fed into our proposed 3D Spatial-Guided Block
(SGB) for further processing. As shown in Fig. 3, the input
of the SGB module first goes through three different 3D
spatial convolution processes to decompose the features into
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Fig. 3. Enhancing 3D Spatial Information with the SGB. The SGB
partitions and enriches features across dimensions before fusion, aiming
to distill insights from sparse point clouds.

Feature Map

BackProject

Fuse

Voxelization
Spatial-Guided

Block

Point-wise prediction

Classifier

Devoxelize

Point-MLP

Geometri
c Affine

N × ResPBlock

Fig. 4. Illustration of the SIEM. The process involves voxelization of
the initial feature map, followed by SGB and Devoxelization. The resulting
output is fused with the Point-MLP output and classified.

multiple dimensions and enhance the information in each
dimension. And then, the outputs from last step are fused
by concatenation and 3D convolution in order to capture
effective information from the sparse point cloud to a great
extent. The final output of the SGB is obtained by skip
connection with the original module’s input to avoid gradient
dispersion.

Finally, we apply a de-voxelization operation to the pro-
cessed point cloud and fuse it with the point cloud data after
MLP feature extraction. Afterward, a classifier is employed
to output the refined per-point segmentation results. Overall,
The SIEM can be shown in Fig. 4.

C. Data Augmentation

We propose a streamlined yet effective distribution-based
data augmentation to improve our MF-MOS. We maintain
the idea of motion focus and enhance the learning process
in the temporal domain. As shown in Fig. 5, different residual
maps with different frame strides usually represent different
ranges of temporal information. To better enhance the motion
features, we propose to generate the residual maps using
multiple frame strides instead of a fixed stride. Given a
frame stride ∆t ∈ [1, 2, 3], the correspondence residual
maps is represented as I∆t. To prevent data redundancy

8 Scans

8 Scans

8 Scans t

Fig. 5. K-frames residual maps using different frame stride ∆t. The
red-boxed region shows residual feature responses correspondence to the
different moving speeds of objects. A larger ∆t corresponds to slower-
moving objects. Here we show results from eight-frame residual maps.

during training, we augment the data based on the given
distributions of the frame strides. In other words, instead of
feeding all I∆t into the network, we choose one ∆t based on
a designed distribution probability in every training iteration.
We evaluate different distributions and different ranges of the
∆t and report ablation results in Sec. IV-C.

D. Loss Function

During the training process, the total loss function of the
proposed algorithm includes the motion-branch losses and
the range-branch losses. The sum of the total loss LTotal can
be followed as:

LTotal = LSemantic + LMotion, (6)

where LSemantic represents the losses of the semantic branch
with the range image, and LMotion is the losses of motion
branch with residual maps.

Both of semantic and motion branch used the weighted
cross-entropy Lwce and Lov’asz-Softmax losses Lls. The loss
function for each individual branch is as follows:

L = Lwce + Lls, (7)

IV. EXPERIMENTS

We conduct extensive experiments to comprehensively
evaluate our MF-MOS. In the following sections, we first
illustrate the experimental setup for the MOS task, then
report the basic validation/test results on the two widely used
MOS datasets SemanticKITTI-MOS [1] and Apollo [19]
to demonstrate the generalization ability of our approach.
Following these results, we design our ablation studies
fastidiously on the SemanticKITTI-MOS dataset to evaluate
the rationality of our MF-MOS.

A. Experiment Setups

We utilize the SemanticKITTI-MOS dataset [1] as the
main training and evaluating benchmark in our experiment.
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TABLE I
COMPARISONS RESULT ON SEMANTICKITTI-MOS DATASET.

Methods Publication Validation (%) Test (%)

SpSequenceNet [20] CVPR 2020 - 43.2
KPConv [21] ICCV 2019 - 60.9
Cylinder3D [22] CVPR 2021 66.3 61.2
LMNet [1] ICRA 2021 63.8 60.5
4DMOS [5] RAL 2022 71.9 65.2
MotionSeg3D [3] IROS 2022 71.4 70.2
RVMOS [7] RAL 2022 71.2 74.7
InsMOS [15] IROS 2023 73.2 75.6

MF-MOS(Ours) - 76.1 76.7

TABLE II
COMPARISONS RESULT ON APOLLO DATASET.

Methods IoU (%)

MotionSeg3D (cross-val) [3] 7.5
LMNet (cross-val) [1] 16.9
LMNet (fine-tune) [1] 65.9

MF-MOS (cross-val) 49.9
MF-MOS (fine-tune) 70.7

SemanticKITTI-MOS is the most popular and authoritative
dataset for the MOS task with richly labeled moving objects.
We use the standard data splits for training, validating, and
testing following previous works [1], [3], [7]. As illustrated
in Sec. III-B, we use the semantic labels for movable objects
during training to provide additional supervision for the
primary motion branch. Additionally, we also perform valida-
tion experiments on the Apollo dataset [19], accompanied by
some quantitative analysis following the standard experiment
setting in [6].

Our code is implemented in PyTorch. The experiments
are conducted on 2 NVIDIA Tesla A100 GPUs. We train
our MF-MOS for 150 epochs with an initial learning rate of
0.01 and a decay factor of 0.99 in every epoch. The batch
size is set to 8 for each GPU. We use the SGD optimizer with
a momentum of 0.9 during training. Following the standard
evaluation in MOS, we adopt the intersection over union
(IoU) [23] of the moving objects to quantify our results in
all experiments.

B. Comparison with SoTA Methods

We first report the validation and test results on the
SemanticKITTI-MOS [1] dataset in Tab. I. We achieve state-
of-the-art performance on both the validation set and the
test set. Remarkably, we improve the validation IoU by
2.9% compared to the last SoTA [15]. For the test set
measurement, we upload our moving object segmentation
results to the benchmark server and report the IoU from
the leaderboard. Results show that our proposal maintains
consistent superiority on the test set. Our performance stays
on top and suppresses all the other methods with an IoU of
76.7%.

We also report the validation result on the Apollo dataset
[19] in Tab. II. Following the standard setting of previous
approaches [6], [15], we adopt protocols including transfer

TABLE III
ABLATION EXPERIMENTS WITH PROPOSED MODULES ON

SEMANTICKITTI-MOS VALIDATION SET.

Methods Component IoU (%)

Dual-Branch SIEM Data Aug
LMNet [1] 63.82

MF-MOS (i) - - - 64.96

MF-MOS (ii)
! - - 71.44
- ! - 69.59
- - ! 67.34

MF-MOS (iii)

! ! - 74.13
! - ! 73.12
- ! ! 70.47
! ! ! 76.12

TABLE IV
THE PROPOSED MODULES PERFORMANCE (%) ON OTHER METHODS.

Method Baseline w/ Aug w/ SIEM

LMNet [1] 63.82 +1.15 +0.46
MotionSeg3D [3] 68.07 +0.46 +3.30

learning and end-to-end fine-tuning for validation exper-
iments on Apollo. The cross-val setting refers to cross-
validation and the fine-tune setting refers to end-to-end
fine-tuning. Both pre-train weights are obtained from the
SemanticKITTI-MOS training. Our MF-MOS shows signif-
icant improvements in both settings.

C. Ablation Studies

We conduct ablation experiments on the proposed MF-
MOS and its different components. The results are shown
in Tab. III. Firstly, without any refinement module, our
motion-focused framework proves to be superior. With only
the motion branch capturing motion information from the
residual maps (setting i), MF-MOS exhibits a significant
improvement (+1.16% IoU) compared to LMNet [1], which
uses range images as the main inputs. Additionally, each of
the proposed components consistently enhances the perfor-
mance of our baseline to varying degrees (setting ii), with
the dual-branch structure alone providing the most significant
improvement. To further demonstrate the indispensability of
each of our components, we design ablation experiments
on different combinations of them in setting iii. The last
row demonstrates that our full MF-MOS achieved the best
performance.

To assess the effectiveness of the proposed SIEM and
the distribution-based data augmentation at a deeper level,
we apply them to other baseline models, including LMNet
[1] and Motionseg3D [3]. The results present in Tab. IV
highlight their versatility and efficacy in improving the per-
formance of both algorithms. Remarkably, our SIEM module
significantly improves the performance of MotionSeg3D,
achieving a +3.3% increase in IoU.

As illustrated in Sec. III-C, we evaluate different distri-
butions and various ranges of ∆t in our distribution-based
data augmentation. We select ∆t based on the designed
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Fig. 6. The trinary model visualization comparison exhibits discernible distinctions, where the blue points correspond to movable objects while the red
points correspond to moving objects. Those with green circles denote false negatives, and those with yellow circles indicate false positives.

TABLE V
ABLATION EXPERIMENTS OF DATA AUGMENTATION. THE SUM OF

DISTRIBUTION PROBABILITY OF ∆t IS EQUAL TO 1. ∆t=MAX MEANS

USE THE LARGEST FRAME STRIDE IN TESTING.

distribution probability of ∆t IoU (%)

1 2 3 4 5 ∆t=1 ∆t=max

0.33 0.33 0.33 - - 71.41 71.91
0.25 0.25 0.25 0.25 - 71.12 72.13
0.2 0.2 0.2 0.2 0.2 68.69 70.13

0.4 0.3 0.3 - - 70.28 71.02
0.5 0.25 0.25 - - 71.62 73.12
0.6 0.2 0.2 - - 70.52 70.51

distribution probability in each training iteration and used
∆t = 1 and ∆t = max during testing. The results are
presented in Tab. V. Initially, we test different range values
with an average distribution of ∆t. When using a wider
range of ∆t, the performance deteriorates in the testing with
∆t = 1, while the performance was consistently better in the
testing with ∆t = max, indicating non-robustness to different
inputs. We further examine the effect of different distribution
probabilities for ∆t within the range ∆t ∈ [1, 2, 3], as
it exhibits the highest robustness. Gradually increasing the
proportion of ∆t = 1 during training, we achieve the best
performance with distribution probabilities [0.5, 0.25, 0.25]
for ∆t = [1, 2, 3], respectively.

D. Qualitative Analysis

In order to more intuitively compare our algorithm with
other SoTA algorithms, we perform a visual qualitative anal-

TABLE VI
MODEL INFERENCE TIME (MS) RESULTS.

InsMOS MotionSeg3D-v1 MF-MOS-v1 MotionSeg3D-v2 MF-MOS-v2

193.68 45.93 37.48 117.01 96.19

ysis on the SemanticKITTI dataset. As shown in Fig. 6, both
LMNet and MotionSeg3D have misjudgments of movable
objects and missed determinations of moving objects. Com-
pared with the SoTA algorithms, we can effectively remove
the influence of movable objects through a model based on
residual maps, and accurately capture moving objects.

E. Runtime

All the comparative experiments are performed on a single
V100 GPU for inference. As shown in Tab. VI, in the one-
stage comparison, MF-MOS-v1 outperforms other models.
In the two-stage comparison, MF-MOS-v2 achieves real-time
processing speed and surpasses Motionseg3D-v2 in terms of
performance.

V. CONCLUSIONS

This paper presents a dual-branch motion-based LiDAR
moving object segmentation framework, a spatial-guided
information enhancement module, and a distribution-based
data augmentation method. Extensive experimental results
demonstrate that 1) the framework MF-MOS in this study
achieves the highest accuracy on both the validation and test
sets, respectively, and 2) the proposed model demonstrates
superior performance and generalization capabilities, making
it applicable to other range-based methods.
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